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ABSTRACT

Prior research suggests that security and privacy needs of users in developing regions are different than those in developed regions. To better understand the underlying differentiating factors, we conducted a systematic review of Human-Computer Interaction for Development and Security & Privacy publications in 15 proceedings, such as CHI, SOUPS, ICTD, and DEV, from the past ten years. Through an in-depth analysis of 114 publications that discuss security and privacy needs of people in developing regions, we identified five key factors—culture, knowledge gaps, unintended technology use, context, and usability and cost considerations—that shape security and privacy preferences of people in developing regions. We discuss how these factors influence their security and privacy considerations using case studies on phone sharing and surveillance. We then present a set of design recommendations and research directions for addressing security and privacy needs of people in resource-constrained settings.
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1 INTRODUCTION

For over the past two decades there has been a tremendous amount of work on understanding and addressing security and privacy needs of technology users. Much of this work, however, has been focused on users in developed regions, such as North America and Europe, that contain only 19% of the world’s population. For the majority of the world’s population, which lives in developing regions, their use of technology, and information production, consumption, and sharing practices are significantly different from those living in developed regions. These differences present new and unique security and privacy challenges in Human-Computer Interaction for Development (HCI4D) contexts.

Recent years have seen a tremendous growth in the availability of low-cost smartphones and affordable mobile Internet connectivity in developing regions [98], creating a steady stream of new Internet users with socioeconomic, language, and literacy barriers in urban as well as rural areas. However, many of these users have limited or no prior exposure to technology, which makes them vulnerable to privacy and security attacks. Moreover, many new users in resource-constrained settings use technologies in ways unintended by the technology designers. For example, although mobile phones are designed for personal use, and thus are used as a proxy for the identity of users, phone sharing [107], intermediation [127], and vibrant repair ecologies [30] in developing regions manifests diverse uses of mobile phones that introduce new security and privacy risks that were perhaps unimagined by the designers. Thus, there is a need to examine security and privacy needs of this potentially vulnerable population and investigate how differences in their technology use contribute to unique security and privacy implications. In this paper, we systematically review prior work that focuses on marginalized people in developing regions to inform future security and privacy research in HCI4D contexts.

Prior research in HCI4D contexts has primarily focused on understanding technology use by marginalized people, and designing new interventions to overcome their socioeconomic, infrastructural, literacy, and language barriers. However, availability and usability have been at the forefront of design rather than security and confidentiality. The security and privacy preferences of diverse user groups (e.g., low-income, low-literate, disabled, women, rural, and indigenous communities) in HCI4D contexts have remain largely understudied. While a few scholars exclusively focused on security and privacy preferences of people in resource-constrained settings (e.g., [26, 28, 36, 48]), most of the prior work has only provided scattered insights. It is through systematic analysis of these scattered observations in HCI4D and Security & Privacy literature, we seek to understand the state of security and privacy in developing region.

In this paper, we present the results of a systematic review of HCI4D and Security & Privacy literature conducted to identify factors that shape people’s security and privacy preferences in developing regions. Although prior systematic reviews of HCI4D literature [58, 73, 114] have identified overall trends in the field and provided broad future directions, the analysis of prevalent security and privacy threats, perceptions, considerations, preferences, and solutions have been largely missing from these works. Our work contributes to the growing scholarship of HCI4D meta-analyses by perusing security and privacy lens to examine prior research.
in HCI4D contexts. We conduct an in-depth examination of 114 papers from 15 proceedings to identify key insights about security and privacy behaviors of marginalized people in developing regions. Through thematic analysis on the findings of these papers, we identify five key factors—culture, knowledge gaps, unintended technology use, context, and usability and cost considerations—that significantly shape security and privacy landscape in developing regions. We present case studies on two phenomena, phone sharing and surveillance, common in both developed and developing regions to highlight how the interplay of these factors impact security and privacy of marginalized people in HCI4D contexts. Finally, we present a set of design considerations and research directions for future security and privacy research in developing regions.

2 METHODOLOGY

Our methods to identify prior literature for analysis were similar to those used by other scholars for conducting systematic reviews [58, 61, 130]. We surveyed HCI4D literature for the past ten years to identify papers that report on security or privacy behavior of people in resource-constrained settings. We examined papers in 24 HCI4D and Security & Privacy proceedings including CHI, CSCW, ICTD, DEV, SOUPS, IEEE S&P, and USENIX Security, among others. For proceedings that were indexed in the ACM Digital Library, we used ACM’s built-in search; for other proceedings, we used the search function of Google Scholar. To identify HCI4D papers, we used the search terms ‘ICTD’, ‘HCI4D’, ‘developing regions’, ‘resource-constrained settings’, ‘low-income’, ‘global development’, and ‘international development’. Since we aimed to identify papers that report on any security or privacy related behavior, even if it was just a cursory mention and not the focus of the paper, we searched for HCI4D papers in which the terms ‘security’, ‘privacy’, or their variations (‘secure’, ‘securing’, ‘private’, ‘sensitive’) occurred anywhere within the text including title, abstract, keyword, and the body.

Our search yielded 517 papers from all but one proceedings. We conducted two passes to identify relevant papers from this list. In our first pass, we removed posters and position papers (i.e., less than four pages), and papers that had the term ‘security’, ‘privacy’, or their variations only in the references section. In our second pass, we carefully reviewed each paper by reading its title, abstract, and introduction, and skimming other sections. We then removed papers that did not provide any insights about the state of security and privacy for people in resource-constrained settings. For example, although the paper titled ‘Early Adopters of the Internet and Social Media in Cuba’ [66] contained relevant keywords, we removed it in our second pass since the keyword ‘privacy’ occurred only in the context of methodology (e.g., to anonymize study data to protect participants’ privacy). Our first and second passes eliminated 50 and 353 papers, respectively, narrowing the final set to 114 papers from 15 proceedings. Table 1 shows the name of proceedings, the initial number of papers that we searched presented, and the final number of papers obtained after completing two passes.

To critically review the remaining 114 papers, we prepared a rubric to fill for each paper with information about its domain (e.g., agriculture, finance, communication), type of contribution (e.g., to extend our understanding about users, to propose a solution, to evaluate a prototype), extent of focus on security or privacy (e.g., yes, no, somewhat), methodology (e.g., interview, survey, usability study), and a summary of security or privacy related findings. We defined domain as the primary area in which a paper describes or solves a problem. We sourced the list of domains from prior HCI4D meta-analysis work [58, 73].

We carefully reviewed each paper to fill the rubric. For each paper, we coded whether it focused on security or privacy: we coded ‘yes’, if the paper’s goal was to understand or address people’s security or privacy concerns (e.g., [28, 48]); ‘somewhat’, if the paper’s focus was not security or privacy but it provided key insights about security or privacy behavior of people (e.g., [67, 136]); and ‘no’, if the paper provided cursory insights about security and privacy behavior of people (e.g., [116, 141]). Figure 1 shows the distribution of papers in our final set by year and their security and privacy focus based on our coding. Categorizing papers based on their security or privacy focus this way is subjective, and if other researchers were to code these papers, the graph may look different. Through Figure 1, we convey a high-level view of the papers we reviewed through our security and privacy lens. The first and last authors coded the entire dataset. We measured the consistency between the first and last authors using Cohen’s kappa that yielded a value of 0.77 for the first and second pass, and 0.67 for the coding of papers’ focus. These kappa values indicate a good agreement between the coding by first and last authors. The second author reviewed only papers for which the first and last authors had a conflicting coding.

After our review, we collected the summaries for each paper, used thematic analysis as outlined by Braun and Clarke [42], and rigorously categorized our codes to identify patterns and broad themes that shape security and privacy preferences of people in resource-constrained settings. Our first-level codes were specific and linked to the findings of the papers, such as “data security is important to users,” “people reluctantly shared phone out of social norms,” and “participants did not update software because of the cost.” Through several rounds of iterations, we condensed our codes into high-level themes, such as “cultural factors” and “usability.”

<table>
<thead>
<tr>
<th>Proceedings</th>
<th>Initial count</th>
<th>Final count</th>
<th>Proceedings</th>
<th>Initial count</th>
<th>Final count</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACM DEV</td>
<td>64</td>
<td>7</td>
<td>MobiSys</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>CCS</td>
<td>7</td>
<td>1</td>
<td>NordiCHI</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>CHI</td>
<td>159</td>
<td>44</td>
<td>NSDI</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>CSCW</td>
<td>38</td>
<td>8</td>
<td>NSDR</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>DIYNetworking</td>
<td>1</td>
<td>0</td>
<td>OSDI</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>HotPlanet</td>
<td>1</td>
<td>0</td>
<td>SIGCOMM</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>ICTD</td>
<td>126</td>
<td>30</td>
<td>SOUPS</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>IEEE S&amp;P</td>
<td>1</td>
<td>0</td>
<td>UbiComp</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>IMC</td>
<td>8</td>
<td>1</td>
<td>UbiCrowd</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>IndiaHCI</td>
<td>4</td>
<td>1</td>
<td>USENIX Security</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>ITID</td>
<td>0</td>
<td>0</td>
<td>WearSys</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>MobileHCI</td>
<td>13</td>
<td>3</td>
<td>WWW</td>
<td>16</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: Relevant HCI4D and Security & Privacy proceedings with number of publications appeared in the initial search and the publications finally selected for the systematic review.
Our analysis of the methodology used in the papers indicated that a wide variety of methods, including interviews, surveys, deployments, ethnography, usability studies, case studies, design exercises, focus groups, observations, and quantitative analysis were used by the scholars. About 45% of the papers used mixed-methods analysis. The papers contributed to 26 domains, including access, agriculture, communication, education, employment, governance, health, sustainability, and transportation, among others. Table 2 shows the name and paper count for ten most frequent domains.

In addition to reviewing papers published in academic research venues, we also examined industry reports on the state of security and privacy for people in developing regions. We reviewed Microsoft Intelligence, GSMA, CGAP, Pew, The World Bank, and Garner repositories and found 14 relevant reports providing key insights on a breadth of topics including software piracy in developing regions and the resultant growth in security risks (e.g., [16]), privacy laws in developing regions (e.g., [7, 11]), security and privacy attitudes of children (e.g., [5]), privacy preferences on mobile phones and across the mobile ecosystem (e.g., [6, 20]), privacy guidelines for designers and developers (e.g., [8]), and identity and access management solutions (e.g., [15, 17]).

### Table 2: Number of papers in our final set for ten most frequent domains.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Paper Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access</td>
<td>30</td>
</tr>
<tr>
<td>Communication</td>
<td>14</td>
</tr>
<tr>
<td>Digital Financial Services</td>
<td>10</td>
</tr>
<tr>
<td>Health</td>
<td>9</td>
</tr>
<tr>
<td>ICTD Research</td>
<td>8</td>
</tr>
<tr>
<td>Social Media</td>
<td>8</td>
</tr>
<tr>
<td>Technology and Tools</td>
<td>8</td>
</tr>
<tr>
<td>Gender</td>
<td>4</td>
</tr>
<tr>
<td>Entertainment</td>
<td>3</td>
</tr>
<tr>
<td>Physical Security</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 1: Number of papers by year and their security and privacy focus.

3  FACTORS

Through our thematic analysis of 114 papers, we identified five key factors that shape people’s attitudes towards security and privacy: culture, knowledge gaps, unintended technology use, context, and usability and cost considerations. Before we discuss these factors, it is worth mentioning that the very notion of security and privacy differs across cultures and regions. In our analysis, we followed Nissenbaum’s ‘contextual integrity’ notion of privacy, which refers to the norms that regulate flow of information, and lends well to the different views of privacy in different cultures and contexts [106]. When identifying these factors, we were careful to draw conclusions from the privacy preferences and needs as expressed by the participants in prior studies, and not impose our own views of privacy.

3.1 Culture

Cultural values play a key role in shaping individuals’ social perceptions [29, 107], attitude towards security and privacy [35, 57], and even the use of technology [22, 78]. In our analysis, rather than looking at culture as an all-encompassing singular entity, we examined several facets of cultural values. In particular, we investigated how collectivist and individualist cultural values, social construction of gender, and interplay of trust and religious values inform security and privacy preferences of marginalized people.

3.1.1 Collectivist vs. Individualist Society. According to Hofstede’s model on cultural differences across nations, Western and developed countries are individualist societies with emphasis on the right to privacy, whereas Eastern and developing countries are collectivist societies with more emphasis on trust and belongingness than on individual privacy [80]. Although people’s preferences and expectation of privacy vary based on whether their cultural values align more with collectivist or individualist values, there does seem to exist a universal desire of privacy, even among the poor [91]. For example, in the slums of Mumbai, where limited physical space is shared with several people in the community, there is an expectation of privacy behind closed doors and curtains [71]. Similarly, although collective concepts such as ‘people’ and ‘population’ are deeply rooted in Chinese culture, Liu et al. found that migrant workers use social media platforms to negotiate their cultural identity against the collectivist traditions [93].

Cultural differences in privacy attitudes are even more evident among low-literate and low-income users in rural regions, which are arguably closer to Hofstede’s collectivist society notion compared to the metropolitan cities in developing regions. For example, in some rural Indian villages, it is a common practice to publicly display vaccinations given by community health workers or salaries of laborers working on a public works project. Such practices would be considered an invasion of privacy in other parts of the world or even in cities in India, but in those villages people willingly sacrifice their privacy for transparency, income security, and accountability. Similarly, sharing bank credentials with family members is a common practice in Saudi Arabian culture, despite severe financial risks due to limited liability assumed by banks when credentials are shared with others [32, 68]. Information gathering practices of marginalized people in resource-constrained settings are primarily based on interactions with friends and family members [86], which at times expose them to unintended privacy risks. For example, siblings trade
favors when they encounter traces of digital activities while helping each other navigate digital spaces [27]. Moreover, misconceptions about a local culture by developers or designers may result in inappropriate threat modeling. For example, an ODK solution architect highlighted how privacy takes a backseat in their design and development process: “Within the village everybody knows who’s poor; everybody knows if you have some sort of special needs, so I don’t think [privacy] is really on the forefront of their minds” [51]. We argue against such preconceived notions. Rather than accepting the lack of demand for secure and private solutions by marginalized people or forcing designers’ notion of security and privacy on them, there is a need to carefully inspect sociocultural values to design appropriate security and privacy measures that adapt to their existing needs, practices, and behaviors.

3.1.2 Gendered Identities. Sociocultural factors impact construction, perception, and performance of different gendered identities [45], and influence the adoption of technology and acceptable norms of participating in the information ecology. A recent GSMA report estimates that over 1.7 billion women in low- and middle-income countries do not even own mobile phones [76]. For women who have access to a phone, their access is often mediated or monitored by family members, friends, and other community actors who discount women’s need of security, privacy, and personal identity [63, 128]. For example, although Grameen Telecom’s Village Phone program [21] attempts to improve phone access of low-income women, often these women have to sacrifice their privacy by using the phone in presence of a Village Phone operator [40]. Moreover, asymmetrical spousal rights to privacy allow husbands to monitor the communication of their spouses in such shared phone scenarios [40]. This phenomena is pervasive in other marginalized communities across the world [102].

Low-income, low-literate women have expressed the need to use their phones independently to protect their privacy [63], but expressing or fulfilling such privacy needs at times result in untoward consequences or missed opportunities due to the sociocultural fabric of their community. For example, Sambasivan et al. found that women in urban India are hesitant to provide their phone number to receive a one-time-password required to access public Wi-Fi out of the fear of its misuse and the risk of harassment [125]. Similarly, several women working as sex workers, without the knowledge of their family members, were hesitant to provide their fingerprints for accessing health information due to perceived privacy risks to their identity [110]. For people that identify with non-binary gender identities in developing regions, aversive sociocultural factors further complicate their access to solutions that are designed to improve people’s security and privacy. For example, transgenders have reported difficulties in registering for India’s national identification program due to discriminatory attitudes of government officials as well as the requirement of supporting documents that do not recognize ‘third gender’ [3].

Although it is evident that researchers and designers need to conceptualize, design, and build appropriate security and privacy solutions that overcome barriers imposed on gendered identities, sociocultural values also disproportionately affect the access of researchers to women and transgenders in low-income settings, making it difficult to examine and analyze their security and privacy needs. HCI4D researchers have used several coping mechanisms to gain access to these hard-to-reach groups. For example, while user studies and interviews in developed regions are often conducted in closed private spaces, HCI4D researchers have found it rewarding to conduct interviews in open public spaces to motivate other marginalized women in low-income settings to participate in the design and research process [118]. Similarly, HCI4D scholars also recommend employing a mediator to overcome barriers around the social norms of cross-gender communication [105]. However, these practices should be used with caution since they could lead to inadvertent sharing of confidential information or controversial views that could be overheard by other community members or misused by the local mediator, resulting in severe security and privacy risks for study participants.

3.1.3 Trust and Religion. While mobile phones are seen as a proxy of identity in developed countries, the phones often do not have a one-to-one mapping with a user in resource-constrained settings due to prevalent socio-technological practices such as phone sharing and intermediated use. Since phones are not designed for a group use, existing mechanisms to protect identity and secure information often fail. The social fabric in such societies is based on notions of trust and collectivism, and tight security and privacy features could even disrupt the existing relationships [128]. Although information on phones could be protected by creating passwords or managing user profiles, even the act of using a password or switching a profile may seem offensive to values emphasizing trust and collectivism. For example, Alghamdi et al. reported how keeping the banking information and credentials private was seen as a sign of distrust by family members [32].

Religious values also shape privacy behaviors that in turn could influence the technology adoption and use. For example, while Sanjeev Swara, a voice forum dedicated to songs, jokes, and poems, received instant adoption by low-income people in rural India [142], Songline—a similar system in Pakistan—failed to attract enough interest because users were worried about the confidentiality of songs that anyone could access [120], probably due to controversial religious views towards certain types of music [132].

Cultural and religious values also shape inherent trust marginalized people place in their communities and technological interventions. A study of urban slum dwellers in Mumbai and Bangalore reported high-levels of trust in the community and examined how mobile phones were used as instruments to mediate trust-building and negotiate privacy in a pervasive oral culture [128]. Due to the high amount of trust that people place in their communities, they readily accept intermediated use, which helps them learn technologies such as mobile phones and digital cameras [127]. This trust is sometimes misplaced and exposes people to security and privacy risks. An examination of repair ecologies in Bangladesh revealed serious privacy breaches by repairers who accessed personal data of their customers and shared it with others, without customers’ knowledge. Interestingly, some at-risk customers placed more trust in religion and social and cultural values, rather than the technological solution built by designers to mitigate such privacy risks: “when
he [repairer] will have those ethics, that fear [of Allah], then he will not access it [the private content of consumers]” [26].

Culture, with its different notions of identity and trust, introduces new security and privacy challenges, but also opportunities. Researchers may find it more suitable to address security and privacy problems by interweaving technological interventions in the socio-cultural fabric of local communities rather than using them in silo. For example, user awareness and education may be targeted at communities than individuals, leveraging social influence prevalent in collectivist cultures [123].

3.2 Knowledge Gaps

Although the security and privacy risks due to lack of user awareness are not unique to users in developing regions, they are compounded by low literacy skills, socioeconomic barriers, and infrastructural constraints prevalent in resource-constrained settings. For example, several low-income users of a mobile money service found comfort in receiving SMS-based receipts without realizing that SMS could be spoofed [111]. The rapid adoption of mobile phones in developing regions could be deceptively seen as an indicator that marginalized people are becoming technologically literate. In reality, many people learn only a limited set of functions on the phone [63] (e.g., they can only make and receive phone calls [97]).

Users in developing regions lack the technology knowledge that many take for granted today such as tap and swipe gestures, navigating menus and screens, recognizing soft buttons and icons on a display, and locating symbols when entering input [97]. In a study to explore Internet security perceptions in urban and peri-urban Ghana, Chen et al. found that computer skills—scarce for people in low-income and rural environments—were correlated with the ability to perform security and privacy measures such as deleting text messages, cookies, browsing history, and emails [48]. Moreover, due to lack of knowledge, people form incomplete or incorrect mental models related to security and privacy threats, which may lead to risky behavior [48, 148]. For example, participants in studies conducted in Ghana as well as the United States ascribed higher risks to physical threat model (e.g., people looking over their shoulder) than mental threat model (e.g., browsing untrustworthy websites) because of limited understanding of the underlying technology [48, 85]. Lack of knowledge due to low digital and print literacy also affects the understanding of security and privacy risks [26]. For most online systems and services, information about their security and privacy practices (e.g., terms and conditions, privacy policy) is often only in English and at a grade-level that low-literate users cannot easily understand [41]. Even when these populations are aware of security and privacy risks, they lack the knowledge to take any effective action to mitigate these threats. For example, Dodson et al. reported how low-income women with limited technological skills had to reluctantly accept the invasion of their privacy when they requested help from shopkeepers and local retailers to install mobile credits [63]. Dodson et al. found utility gaps—“the spaces between high rates of mobile phone ownership and low use of productive features on mobile phone”—as the key privacy barrier for low-income Berber-Muslim women in southwest Morocco [63].

Due to lack of awareness of how online systems work, users may develop misconceptions and form incorrect mental models [125], which lead them to adopt risky practices [131]. Furthermore, a bad experience (either a personal one or a heresy) causes ignorant users to develop apprehension for a system they do not fully understand, and without readily available knowledge or simple mechanisms to handle potential bad situations, users may take the extreme precautionary measure of not using a system, despite the system’s benefits to the user. For instance, a novice low-literate mobile user may avoid using mobile banking services due to the fear of getting defrauded [44, 103]. This phenomenon is not unique to technology, and can be found in other walks of life. For example, researchers have observed low-literate, low-income users exhibit misconceptions and fear with respect to signatures and thumb impressions [56, 110, 138] due to association of such actions with identity and legal accountability.

We argue that using a deficit-based perspective (e.g., focusing only on educating users to fill the knowledge gaps) to examine security and privacy measures for marginalized people could be insufficient. Instead, researchers, designers, and developers should employ assets-based approach [94] to leverage strengths and current practices of people in resource-constrained settings for creating usable, secure, and private socio-technological interventions. An exemplar solution that uses assets-based approach is FlashPatch [53]—a software security system that uses USB drives to transmit security updates to Internet café in Ghana by building on existing user behaviors instead of assuming users’ knowledge and preparedness to install and regularly update anti-virus softwares.

3.3 Unintended Technology Use

In developing regions people often use technology to suit their needs in ways unintended by the technology designers.

3.3.1 Sharing and Intermediation. The most common example of unintended use is sharing of resources such as mobile phones and computers. Mobile phones are designed as single-user personal devices, but they are often shared with family members and friends, especially in low-income environments [64, 119]. People who are aware of the privacy risks of phone sharing use ad-hoc measures such as renaming files (i.e., security by obscurity), using folder- or application-level locks [64], and using multiple storage cards [136] to hide content from others, but none of these methods offer a suitable solution since people tend to share their passwords with others because of social obligations [51, 68, 147].

Intermediated sharing is a manifestation of collectivist sociocultural values and phone sharing phenomena. Several users in marginalized communities experience technological artifact through help and intermediation from another user, either due to the fear of technology, limited literacy skills, lack of access to devices, or habits of dependency [127]. In such scenarios, privacy is often socially-negotiated between intended user and facilitator [107, 127]. The intermediated access introduces new privacy risks and raises an important question of how to design a secure and private software that distinguishes between intermediary-user and beneficiary-user?

3.3.2 Phone Repair. The life cycle of digital devices is much longer in developing regions compared to developed regions: with the pervasive repair ecologies and the used phone markets digital devices undergo several cycles of ownership and repair. Although
these markets reduce and recycle e-waste through reuse, repair, and resale, they often contribute to security and privacy violations. For example, researchers have reported prevalence of pornographic material near repair markets, in which repairers were found lurking and sharing private data of customers who left their devices (e.g., PCs and mobile phones) with the third-party repairers [26, 30, 119]. Researchers found that repair-shop customers often assumed that the repairer cannot (or trusted that the repairer will not) access their data, and customers who were aware of the risks during the repair process did not know how to avoid it [26]. Full-disk encryption on mobile phones may help in such circumstances, but if the repairer asks for phone password in order to repair the phone, customers may not be technically literate enough to argue or may have little choice but to comply if they want to get their phone repaired.

3.3.3 Mobile Media and Piracy. Users in developing regions, including low-income users, heavily engage in media consumption and dissemination on their mobile phones [88, 109, 143]. Mobile shops in rural areas serve as a focal point for mobile media distribution. In these shops, low-income, low-literate people hand over their phones to mobile shop owners to get content of their choice, without fully realizing the security and privacy implications. For example, mobile shop owners download customers’ photos and videos, without the customer’s permission or knowledge, to expand their media repository. Mobile shop owners also share their repository with each other [143] (generally via external hard drives to minimize the bandwidth cost of downloading new media content from the Internet). Thus, a customer’s private data, copied in one shop, could traverse long geographical distances resulting in severe privacy violations.

Low-income people are also frequent users of pirated media and software. For example, O’Neill et al. [109] and Kumar et al. [90] reported how low-income phone users were oblivious about the illegality of piracy. Even when they understood that piracy is illegal, they continued to download and share pirated content, thereby violating the digital rights of the content owners. Since local folk musicians have no effective means to combat piracy, they trade-off the security of their content (i.e., Digital Rights Management) with popularity, even when it comes at the expense of lost earning [89]. Similarly, software piracy is rampant in developing regions. Pirated software may not be a security risk in and of themselves, but it may be challenging to verify the integrity of the software or to get software updates, which may put users at risk [36]. For example, developing countries with widespread software piracy like Bangladesh, Pakistan, and Indonesia [9] also have high malware encounter rate [16].

For these unique use cases in diverse HCI4D contexts, we argue for a thorough examination of technology ecosystem that goes beyond investigating factors that impact technology adoption and use by marginalized people. Equally important is to examine the motivations and practices of other stakeholders (e.g., mobile shop owners, repairers) before designing interventions that increase awareness of users about prevalent security and privacy risks.

3.4 Context

The context in which low-income, low-literate people use a technology artifact also affect their security and privacy perceptions and preferences. For example, different stakeholders may ascribe divergent values to information security for the same artifact based on the context of its use. In a study examining user perceptions of different receipt delivery mechanisms for a mobile-based branchless banking system, users perceived paper receipts as more reliable, accessible, and tangible, and preferred them despite known security vulnerabilities [113]. Similarly, low-income clients of a microfinance institution also ascribed higher security and trust to paper receipts [47]. Conversely, in a study conducted to examine security risks for data collection technologies, several deployment architects perceived digital devices as more secure than paper [51]. Interestingly, in yet another study, clinicians were concerned about security risks of storing patient data on mobile phones and advocated using paper records [34]. These examples demonstrate that the security and privacy perceptions for a technology artifacts are transient. A solution perceived as secure and private in one context could be perceived as risky in another context.

Where a technology artifact is used also influence security and privacy risks associated with it. Often one reality coexist with another contrasting reality. For example, although phone sharing by family members [128], intermediation through community members [107, 127], and public access [135] are common in developing regions, users of low-cost smartphones in India preferred to use their phones in personal physical spaces due to the anxiety of privacy invasion by onlookers and strangers [72]. The expectation of security and privacy measures also varied based on the information content and people with whom technology was used. For example, beneficiary-users socially-negotiated their privacy with intermediary-users when they anticipated arrival of confidential information [107] by using simple measures such as callbacks instead of leaving private information with intermediary-users. Similarly, people reported different privacy preferences when sharing phones with their parents, children, siblings, and friends [27].

Since a technology such as mobile phones could be used by a diverse set of users (e.g., beneficiary-user, intermediary-user, low-income people, low-literate people, women) in distinct settings (e.g., private use, shared access, intermediated access), a one-size-fits-all approach to mitigate security and privacy risks is inadequate. We argue to carefully examine these contexts to design adaptable, flexible, secure, and private technological interventions.

3.5 Usability and Cost Considerations

Security and privacy needs have been often expressed by diverse user groups, including health workers [39], new mothers [62], and children of migrant workers [151]. However, the desire for usable and personalized technologies often eclipses security and privacy needs of marginalized people in developing regions. For example, to get free access to high-speed public Wi-Fi, people in urban India connected their phones to an unsecure network despite being aware of security risks [125]. In a study conducted with people in Ghana, India, and the United States, people were willing to risk their privacy to obtain detailed reports on the use of the Internet in their home [50]. Low-income people in India used an informal, insecure network to send money home because of the usability barriers in services of existing mobile money providers [87]. Similarly, urban slum dwellers in India indicated a preference for personalization instead of privacy to improve their user experience [128].
Since a majority of new Internet users in developing regions live under harsh economic constraints, cost considerations also dictate their security and privacy practices, for example, ignoring security updates to optimize data usage [49, 95]. Other researchers have also reported the preference of people in developing regions to save bandwidth costs even if it effectively degrades their user experience [108]. However, the economic constraints do not always drive security and privacy preferences in poor communities. Urban sex workers in India, even though poor, bought multiple SIM cards and frequently switched them to protect their anonymity [129].

Although these findings suggest that usability and cost considerations are central to the design of technology for marginalized people, security and privacy measures must not take a backseat like it did for ODK architects who preferred data availability and integrity over data confidentiality [51]. We argue that technology platforms must present meaningful trade-offs between security-privacy measures, and usability and cost considerations. In addition, security and privacy measures should be designed in a usable and cost-effective manner to support existing practices and workflows of marginalized people in resource-constrained settings. An exemplar work that gives precedence to cost considerations without sacrificing security is by Panjwani and Ccutrell who designed a secure yet low-cost authentication scheme for mobile banking users without compromising usability [112].

4 CASE STUDIES

To further elaborate how these factors shape people’s security and privacy perceptions and behavior, we present case studies on phone sharing and surveillance.

4.1 Phone Sharing

We selected phone sharing as our first case study since it is a phenomenon common in developing regions [83, 96] as well as developing regions [27] with underlying differences in the nature of sharing (e.g., why people share and how often) and the extent of sharing (e.g., with whom and the type of sharing). Because of these differences, phone sharing phenomena provides a good lens to examine how interplay of the factors we identified in the previous section shapes security and privacy behaviors and expectations of the people in developing regions.

4.1.1 Motivations for Phone Sharing. In developed regions, convenience is the primary motivation for sharing phones, and the predominant type of sharing could be classified as borrowing (e.g., using a phone that is nearby to check weather or news) [96]. In developing regions, convenience is a factor but not the primary motivation. In low- and middle-income families, lack of ownership (i.e., only one phone in the family) and the need for a shared resource (i.e., only one smartphone in a family that has multiple phones) dictates sharing [107]. Thus, the predominant type of sharing in developing regions is for mutual use. Sociocultural norms (culture) also influence sharing, more in developing regions compared to developed regions, and often lead to forced sharing (e.g., sharing a phone with a friend due to social pressure) [27, 147]. Lack of knowledge (knowledge gap) and self-confidence to operate phones also lead people to request outside help (i.e., intermediation [127]) that could lead to unexpected privacy risks.

4.1.2 Mechanisms for Phone Sharing. In developed regions, phone sharing is less common on a daily basis, and often the phone owner is nearby when the phone is being shared [83]. In developing regions, when a phone is mutually used, it is shared on a regular basis. Factors such as gender discrimination (culture), knowledge gaps, and intermediated use (unintended technology use) leads to a more asymmetric sharing: one person gets access to the other person’s content, but not the other way around. For example, husband checks his wife’s phone, but wife is not allowed to check her husband’s phone [63]; women do not get their own phones, but men do; a tech-literate youngster in a family controls access and content on the family phone; and a youngster who helps his neighbor use a messaging application gets access to his neighbor’s content [27].

Context is another key factor that influence sharing. The rules for sharing are flexible and they are often socially-negotiated at the time of sharing; for example, kids are sometimes allowed to play games on father’s phone and sometimes not, and siblings trade favors for access to a phone controlled by another sibling [27]. Sharing also depends on the phone’s perceived utility (i.e., how it is seen or used). In developed regions, phone is seen as a device primarily for education, emergencies, or entertainment, whereas low- and middle-income users in developing regions perceive phone also as an instrument for economic growth and communication [65, 82, 107]. This in turn strongly influences how tightly people control their phone based on the context of its use.

4.1.3 Concerns Around Phone Sharing. Studies in developing regions suggest that participants share phones with family and friends due to social norms (culture), but they do so reluctantly, and take ad-hoc measures when they can such as using folder or application locks, and using a second memory card for storing private content [27, 64, 136]. Other coping mechanisms unique to developing regions include keeping phones hidden [152], buying used phones [152], or using multiple phones [109] for different purposes. In a recent study, participants expressed a need to keep their data secret without others knowing the existence of the private data, because use of a separate account or application locks is seen as lack of trust, and the individual may be forced to share the password [27].

Given the current sharing behavior in developing regions, the design challenge is how to facilitate shared use of a phone while preserving individuals privacy. Design must take into account that sharing implies a changing set of users and contexts of use [127]. The current solution—multi-user accounts—does not fully address the issue. It fails to consider the cultural context, where norms of sharing override concerns of privacy, security, and personal identity [128]. Given the differences in the reasons for sharing and the nature of sharing between developed and developing regions, a solution designed for sharing behavior in developed regions is unlikely to facilitate privacy-preserving sharing in developing regions. However, a solution designed for sharing behavior in developing regions—a more constrained requirement—may address privacy concerns around sharing in developed regions.

4.2 Identity and Surveillance

We selected surveillance as our second case study because it is a growing concern in developing regions. We examine how the five
factors influence people’s security and privacy attitudes and actions with regards to state surveillance.

An increasing number of governments in developing regions have undertaken nation-wide surveillance programs recently. Although state surveillance is a concern throughout the world, we think, it is more concerning for people in developing countries because several developing countries have unstable democracies or have limited (or no) individual privacy and data protection regulations that put their citizens at a greater risk of security and privacy violations. There have been several incidents of governments exercising its surveillance abilities to curb anti-government sentiments or promoting specific agenda, for example, by arresting individuals for posting anti-government comments on social media [115], or banning access to certain Internet services and applications [10, 28, 70, 92, 122]. For these reasons, several non-profit organizations like Privacy International and intergovernmental organizations like The World Bank have advocated strengthening privacy laws against surveillance [7, 11].

Many developing countries are undertaking efforts to enroll citizens in national identification programs, which are promoted as designed to facilitate welfare programs to serve the marginalized population. However, there are concerns that such systems could be misused to further enhance the government’s surveillance capabilities, and discriminate and exploit marginalized people and dissidents, a fear that stems from ingrained mistrust in the governments [28, 134] due to socio-political factors. Moreover, there are concerns about government’s ineffectiveness in safeguarding the identity information from misuse by non-state actors. For example, recent reports indicate a security breach in the biometric database created and managed by the government of India [124].

National identification programs challenge the existing use of identity and ownership in developing regions. Compared to developed regions, the concept and use of identity is different in developing regions. It is complicated by social and cultural norms (culture), which influence how people socially negotiate identities. For example, a woman assumes a man’s identity when enrolling for a SIM card out of the fear of harassment [28]; in a public distribution system where government subsidized goods are sold, merchants log the sale under an assumed identity if a customer does not have the appropriate documents (unintended technology use) [100]. Sociocultural factors (culture) also make it difficult for women and transgenders to obtain digital identity from national identification programs. For example, in a recent study on Bangladesh’s national biometric program, researchers found that some Bangladeshi women hesitated to provide biometric identifiers since male staff members at the registration booths had to touch their hand to take the fingerprints [28]. Similarly, some Indian transgenders found it difficult to get digital identification because of the discriminatory attitudes of government officials [1].

Knowledge gaps and cost considerations significantly limit the ways in which marginalized people can protect themselves from surveillance. People may use an insecure platform (instead of looking for secure alternatives) because they feel they have ‘nothing to hide’, an attitude that stems from a myopic view of privacy as a form of secrecy used only to hide bad things [137], and their lack of awareness of how different stakeholders of a platform may use consumer data. Some common practices surrounding technology use in developing regions could also lead to increased security risks for marginalized people. For example, in a shared-phone setting, it is difficult to understand who used a shared phone when and for what purpose. Lack of awareness could pose severe security risks if a social connection misuses the phone of an individual to carry protest or unlawful activities against the state. The defense against the rising threat of large scale surveillance cannot be technology alone. If individuals use technology to subvert government agenda without the appropriate policies that protect individuals’ rights, it could lead to conflicts between individuals and government [38]. Non-governmental and activist organizations could help establish the necessary regulations to protect individuals’ privacy and rights.

5 DISCUSSION

Through a systematic review of HCI4D and Security & Privacy literature, we highlighted five factors that shape security and privacy considerations of low-income people in resource-constrained settings. We described how factors such as unintended technology use and context present new security and privacy risks in developing regions, factors such as usability and cost considerations render existing security and privacy solutions ineffective in developing regions, and other factors such as knowledge gaps and sociocultural values amplify existing security and privacy risks in developing regions. Based on the gaps revealed by our systematic review of existing literature, we now outline three research directions to understand and mitigate security and privacy risks for marginalized people in resource-constrained settings.

5.1 Understanding Attitudes and Preferences

To develop solutions that match users’ security and privacy expectations, it is important to understand their beliefs and expectations towards security and privacy as well as investigate other internal and external forces such as sociocultural fabric and context that shape their preferences. Prior scholars have noted that mental models of potential threats for users in developing regions are significantly different than those for users in developed regions [48]. Thus, it is important to examine how people in a particular context perceive security and privacy threats, where are the knowledge gaps, and how their surroundings affect their use of technology and shape their mental models.

5.1.1 Studying Behavior at Scale. A growing number of HCI4D scholars are examining security and privacy needs of marginalized people in developing regions [26, 28, 48, 51, 64], however, more research is needed to examine security and privacy preferences of diverse user groups (e.g., disabled people, low-literate people, rural residents, women) using technologies in different contexts (e.g., health, education, finance) and geographical locations (e.g., South Asia, Africa) to avoid inappropriate generalizations. Equally important is to use human-centered research methods and assets-based approaches [94] to examine sociocultural factors, context, and unique technology use cases, and identify knowledge gaps, and usability and cost considerations to design secure, usable, private, and cost-effective technological interventions. Exemplar work is by Panjwani and Cutrell to design a secure mobile banking authentication scheme without compromising usability [112], and by Corrigan-Gibbs and
Chen to design a security system to mitigate computer viruses by leveraging existing user behaviors [53]. Another exemplar work is by Sambasivan et al. where human-centered methods were employed to investigate how women in India, Pakistan, and Bangladesh use performative strategies, such as using phone and app locks, deleting content, avoiding technology, and using hidden modes, among others, to negotiate their privacy from family members and social connections [126]. Although we emphasize the need to use human-centered design to examine security and privacy preferences in diverse HCI4D contexts, we recognize that doing so in every context for every user group in distinct geographic locations is unscalable. An alternative is to conduct large-scale cross-gender and cross-country studies (e.g., [148]) to design high-level security and privacy models, similar to Hofstede’s cross-cultural models [80], for different HCI4D contexts.

5.1.2 Case for Replication. Users’ security and privacy behavior and preferences have been a topic of interest in the usable security & privacy research community for over two decades [25, 149, 155]. The subjects of interest in previous studies, however, have been primarily users in developed countries. Given the cultural and regional differences in people’s behavior and preferences, it is unclear how much of the existing work in usable security & privacy literature is applicable to users in developing regions. Careful replication of some of the past user studies conducted in developed regions into developing regions could help researchers identify concrete differences in security and privacy attitudes of users in developing and developed regions, and compare lessons learned and future research directions. Replicating scientific studies is a norm in hard sciences, common in psychology [52, 154], and recently has gained momentum in Data Sciences [12] as well as Human-Computer Interaction [150]. Although there is no rigid dichotomy between developed and developing regions, we argue that unique technology use, sociocultural differences, and different knowledge gaps warrant a careful inspection of the differences between users’ attitudes and preferences in developing and developed regions to avoid inappropriate generalizations.

5.1.3 Considerations for Conducting Studies in HCI4D Contexts. Traditional ways of understanding users’ attitudes and behaviors involves conducting user studies with quantitative surveys (e.g., [78]), observations done in person (e.g., [133]), data collected by instrumenting users’ devices (e.g., [146]), and qualitative interviews (e.g., [148]). However, conducting surveys and qualitative interviews with low-income, low-literate people is challenging, particularly in rural regions, due to literacy constraints, cultural differences, socioeconomic barriers, and response bias [59, 144]. Moreover, instrumenting low-cost devices, such as basic and feature phones, that are intermittently connected to the Internet is also difficult. Popular platforms for large-scale surveys such as Amazon Mechanical Turk [13] are not easily accessible to over 97% of the households in India that do not have a computer [2] and other user groups such as low-income, low-literate communities [84] and visually impaired people [145]. Services such as mSurvey [19] could help reach mobile phone users, however, designing rich surveys on mobile phones is challenging, and is an area worth exploring. Security and privacy researchers may derive inspiration from HCI4D researchers who have overcome these challenges by creating strong partnerships with local grassroots organizations, and designing socioculturally appropriate studies and interventions for marginalized people in resource-constrained settings.

5.2 Designing with Users in Developing Regions

Once we understand users’ security and privacy needs, the challenge is how to design systems that address those needs.

5.2.1 Designing for Local Context. Designers need to be cognizant about cultural and local context of developing regions as well as the additional constraints that HCI4D contexts offer such as poor network connectivity and low-cost devices. The different technology and device usage models (e.g., shared and intermediated use) introduce new challenges for providing personalized online services. For example, in a shared phone setting, consider the problem of providing a personalized online service to a user who does not have an email account or a dedicated phone number. For most online services, email is an acceptable and often the only way to communicate to users (e.g., to reset a password). Some services associate users’ identity with a phone number, but that approach discounts users who share a mobile phone. For such scenarios, the design challenge is how to support multiple users accessing the same online service from the same device, while safeguarding their information from each other. Multi-user accounts on a mobile phone is one approach, but current implementations require switching accounts, which is not seamless and could be perceived as culturally inappropriate since changing accounts before sharing a device implies a sign of mistrust in some cultures [27]. Perhaps behavioral authentication methods [37, 69, 101] based on sensors in a smartphone could be leveraged to address this problem by seamlessly identifying a user and switching profiles accordingly to provide personalized services to the current user while protecting data of the other users of that smartphone. This would also transfer the onus on switch on the technology instead of a user, protecting users from social costs that comes with switching profiles. The implementation of these methods, however, would need to be efficient on smartphones to minimize consumption of phone battery since several people in developing regions struggle to power their phones [43]. Similarly, for intermediated use, it is important to identify solutions to protect data of beneficiary-users from intermediary-users.

5.2.2 Leveraging Social Values. Some challenges are better addressed with socio-technological intervention than a pure technological intervention; for example, using participatory design based approaches to design with users, rather than simply for users. Given that participatory design approaches are rooted in political and socioeconomic empowerment, these approaches would also help achieve design solutions that conform to cultural norms and local context while empowering users. Designing with users also enables researchers to leverage deeply-rooted social and religious values to engage and educate users about the underlying technology more effectively [123]. Making users aware of how the underlying technology works and the associated security and privacy issues helps build their trust and confidence in the technology. It is worth further exploring how peer-to-peer learning and social influence [54, 55, 99], which are more effective in a collectivist society compared to an
individualist society, could be used to reduce security and privacy knowledge gaps.

Participatory design approaches have their own challenges in societies with asymmetrical power structures. For example, engaging women in rural India is often impossible without approval from agents supporting patriarchal structures (e.g., husbands and in-laws). In order to design secure and private solutions for women and non-binary gender identities in rural, resource-constrained settings with prevalent and powerful patriarchal structures, we echo Sultana et al.’s suggestion of designing within the patriarchy instead of against it and leveraging existing relationships women have with organizations (e.g., non-governmental organizations) and individuals (e.g., health workers, amity group, female elders) [139].

5.2.3 Designing for Reliability. Bridging knowledge gaps and designing usable interfaces could lower the bar for a user to try a new technology, but unless the technology works reliably, a user is less likely to continue using it. New technology users are sensitive to failures. It is easy for novice users with low self-confidence to blame themselves for technology failures and get discouraged from using the technology. This psychology is seen even in technologically literate users, who see failures as a sign of their incompetence to use the technology [140]. For low-income users, security or privacy failures in services such as banking or healthcare could lead to financial or health shocks that are significant determinants to poverty alleviation [31, 60]. Thus, it is critical to build reliable systems with security and privacy in mind, rather than considering those as add-on features.

5.3 Supporting Designers and Developers

Although common vulnerabilities and errors that occur in software design and development are well enumerated [14], our systematic review indicated that several designers and developers have misconceptions about the security and privacy needs of marginalized people (e.g., ODK deployment architects [51]), lack knowledge and resources to incorporate security and privacy features [121, 153], or have poor economic incentives to prioritize security and privacy over the more visible (to users) functional features in their software [33]. The economic incentive is even lower for developers in developing regions, because of the low-paying capacity of low- and middle-income users, or their unwillingness to pay for software when free or pirated software are available [74].

5.3.1 Policy. Technology and regulatory frameworks surrounding security and privacy in several developing countries either do not exist or are often borrowed from those in developed regions without adaptations and appropriations [4]. For example, only 40 developing economies have privacy laws around cloud computing [117]. Lack of formal identification mechanisms in many developing countries makes it difficult for marginalized communities to access essential services such as banking, and participate in analogue and digital worlds [17]. There is a need to build suitable identity and access management solutions to empower marginalized groups including disabled people, refugees, transgenders, children, women, rural residents, low-literate and low-income communities [15, 17]. The policymakers have a key role to design and implement laws that ensure creation of secure identity and access management solutions, and safeguard them from internal and external threats. Policies and laws surrounding security and privacy research could also play a large role to motivate designers and developers to keep security and privacy at the forefront of their design process and use best practices to store, process, and transfer users’ data. There is also a need to build capacity and increase awareness to ensure that these laws and best practices are enacted.

5.3.2 Incentivizing developers. How can we help developers build secure software? One school of thought suggests changing developers’ incentives and to make developers accountable for the security errors in their softwares [77], while another suggests that developers need more usable security tools and APIs [75]. The latter thought is based on the argument that developers wish to do the right thing (i.e., develop secure software), but they often make poor security and privacy decisions because the current available security tools and recommendations are too difficult to understand, use, and implement. Findings from a recent user study with developers about their security practices echoes this premise [46]. There are several open questions in this research direction. For example, how do developers handle secure software engineering process, where and what kind of errors they make in the software development cycle, what are their mental models about the threats for their software, and how can we make security and privacy best practices more accessible to them? We recommend using a human-centered approach to examine the incentives of designers and developers, and identify areas for educating them about security and privacy preferences of their target population. This human-centered approach to improve security has recently gained attention of security researchers [24, 81], and the recent work in this area (e.g., [23, 104]) is a promising step towards answering these questions.

6 CONCLUSION

In this paper, we presented a systematic review of the HCI4D and Security & Privacy literature to examine the state of security and privacy for marginalized people in resource-constrained settings. Our in-depth analysis of 114 publications from 15 proceedings indicated that sociocultural values, lack of knowledge and awareness, use of technology in ways unintended by the technology designers, contexts in which a technology is used, and usability and cost considerations shape perceptions surrounding security, privacy, and confidentiality in developing regions. We presented case studies on phone sharing and surveillance—phenomena common in both developing and developed regions—to highlight interplay of these differentiating factors. For researchers interested in designing security and privacy measures for low-income, low-literate people in developing regions, we outlined how they can understand attitudes and preferences of people in developing regions, co-design appropriate and contextualized solutions with them, and help designers and developers keep security and privacy at the center of their design and development process.
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